
Vol.:(0123456789)

Circular Economy and Sustainability
https://doi.org/10.1007/s43615-023-00336-4

1 3

ORIGINAL PAPER

Examination of the Criticality of Customer Segmentation 
Using Unsupervised Learning Methods

Arpit Saxena1 · Ashi Agarwal2 · Binay Kumar Pandey3 · Digvijay Pandey4 

Received: 1 November 2023 / Accepted: 27 December 2023 
© The Author(s), under exclusive licence to Springer Nature Switzerland AG 2024

Abstract
In the world, everything revolves around selling and buying to get something or to earn a liv-
ing. Whoever is selling is a seller who needs a customer to sell the things. The customer went 
to a seller when the seller approached the customer. Long-term relationships with customers 
become more and more important as a marketing paradigm unfolds. To predict the customer–
seller relationship or to analyze customer satisfaction, to efficiently identify and serve its cus-
tomers depending on multiple variables, a corporation must segment its market because it has a 
finite number of resources. Clustering is a useful and popular method for market segmentation, 
which identifies the intended market and customer groupings, in the field of market research. 
This study demonstrates how to segment mall customers using machine learning methods. This 
is the unsupervised clustering problem, and three well-known algorithms—K-means, affinity 
propagation, and DBSCAN—will be discussed and contrasted. The primary goal of the study 
is to go through the fundamentals of clustering techniques while also touching on some more 
complicated ideas. The study also revealed that there are more female customers than male 
consumers, with women making up 56% of all customers. Males have a greater mean income 
than females ($62.2 k vs. $59.2 k). Additionally, male customers’ median income ($62.5 k) is 
higher than female customers ($60 k). Both groups’ standard deviations are comparable. With 
an annual income of roughly 140 k dollars, one male stands out in the group.
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Introduction

Customer segmentation is the idea of dividing heterogeneity into homogeneous forms. In 
strategic marketing, segmentation has received a great deal of attention and is frequently 
employed. The vast majority of research in this field is concerned with the application 
or creation of various methodologies. In addition to the conventional multivariate statis-
tical tools, researchers and practitioners are now able to apply very complex data analy-
sis approaches thanks to the internet and database technologies, which have made a vast 
amount of data on markets and customers exploitable. Managers frequently rely on their 
gut instinct and conventional segmentation strategies based on socio-demographic charac-
teristics, even though the application of segmentation is a topic of primary importance in 
marketing research and practice. As a tool that can direct businesses in the market toward 
more efficient ways to advertise their products and create new ones, customer segmenta-
tion has practically limitless possibilities. Customer segmentation is a subfield of market 
segmentation and analysis, market segmentation is the practice of dividing a market into 
groups of consumers with different needs, characteristics, or behaviors who may need dif-
ferent products or who may respond differently to various marketing methods. For segmen-
tation to be effective, each segment must typically be evaluated for specific traits like sta-
bility, growth potential, size, accessibility, response, and whether the marketing initiatives 
targeted at that sector of the market are aligned with the goals and resources of the organi-
zation [1, 2]. Success depends on an organization’s ability to create and maintain loyal and 
priceless client connections. Creating a comprehensive customer strategy is essential for 
maximizing customer value [3]. As one of the essential analytical techniques employed in 
data mining, clustering can be used independently to show data distribution, detect cluster 
features, and, if necessary, conduct further analysis on particular clusters [4–6].

Related Work

Cooil et al. [1] investigated a sizable data collection given by a global specialty goods 
retail business. To offer a significant alternate method of comprehending segment 
characteristics, the authors also provided an example of how principle components 
might be used as inactive covariates. Kim et al. [3] outlined a framework for calculat-
ing customer value and creating value-based client segments. An analysis of a cellular 
telecommunications company’s case study will serve as an example of how to establish 
strategies for each customer segment after segmenting customers based on their value. 
Wu et al. [4] success depends on an organization’s ability to create and maintain loyal 
and priceless client connections. Creating a comprehensive customer strategy is essen-
tial for maximizing customer value to examine various modes, researchers created a 
monetary matrix and a fluctuate-rate matrix. Marcus et  al. [7] discussed and defined 
the importance of market and customer segmentation. The customer value matrix was 
used by the researcher to segment customers based on various factors to apply the 
RFM tool. Hamka et al. [8] illustrated how clusters can be tied to both demographic 
and psychographic groups. In addition to new mobile behavior theories that can be 
tested further, the data [9] offer fine-grained insights into market categories. Although 
the study is exploratory, it shows the value of consumer segmentation on smartphone 
measurement data. Hiziroglu et  al. [10] investigated the most recent applications of 
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soft computing techniques to segmentation issues that are founded on significant fac-
tors, such as those related to segmentation success. The critical review shows that the 
application of soft computing in segmentation problems is still in its infancy, and it 
is probable that the knowledge that can be generated by these studies will not be suf-
ficient. It was suggested that additional research be conducted to create more results 
that are acceptable to managers and can be more readily interpreted by managers based 
on these findings. Hosseini et  al. [11] K-means clustering and the RFM model were 
used to classify customers according to their value. The assessment of modifications 
throughout various periods is then completed. The novelty of this research is in its 
improvement of the accuracy of forecasts based on prior customer behavior by taking 
into account time and trend of customer value changes. The POS customer transac-
tions were employed by the researchers for this aim. Bayer et al. [12] thanks to mod-
ern segmentation techniques, which enable precise targeting with information on each 
customer’s retention and value drivers, it is feasible for each customer to be a part of a 
micro-segment. The study’s secondary purpose of increasing retention and growth is to 
improve company planning, where each area may be given particular growth and reten-
tion goals. Customer value segmentation, customer behavior segmentation, customer 
life cycle segmentation, and customer migration segmentation were the four techniques 
used to divide up the customer base. Das et al. [13] used data mining techniques [14] 
to thoroughly investigate client segmentation. It is an organized study of segmentation 
methods that use supervised, unsupervised, and other data mining approaches.

Data Analysis Outline

The process of classifying [15] customers is known as customer segmentation accord-
ing to shared traits so that businesses can more successfully market to each group. 
To optimize [16] each customer’s value to the company, it is important to segment 
customers to determine how to interact with them. Customer segmentation may enable 
businesses to reach out to each customer in the most efficient way. With the use of seg-
mentation [17], a business may develop and communicate [18] customized marketing 
strategies that will appeal to particular client segments, enhancing customer relations 
and customer service [19]. Now, the main question is how this segmentation can be 
carried out. The answer is in favor of market and customer base; to segment its cus-
tomer base, a business must collect detailed information about its clients [20], or data, 
and then analyze that information [21] to find trends. Data from purchases may reveal 
information on things like job title, location, and products bought, among other things. 
Whenever a customer requested a membership for a mall patron. They must complete a 
membership form, from which we may obtain information such as Name, Age, Gender, 
and Annual Income [22]. I then compute a spending score for each customer, ranging 
from 1 to 100, based on how frequently they visit the business and how much money 
they spend there. Wang et al. [23] employed a self-organizing map with an improved 
social spider optimization technique [24], an unsupervised deep learning model [25], 
to segment customers effectively. Modified social spider optimization, a swarm intelli-
gence model [26], is used in a feature engineering process to analyze the customer data 
and pick the behavioral attributes of the consumer.
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Properties of Cluster

As an easy illustration, a bank wants to provide its clients with credit cards. Currently, 
they examine each customer’s details to determine which offer should be extended to 
a particular customer. Millions of people could potentially be the bank’s clients now. 
Does it make sense to consider each customer’s specifics independently before making a 
choice? Not! It will take a long time because it is a manual process.

How then can the bank respond? One possibility is to divide its clients into various 
categories. For instance, the bank can classify the clients according to their level of 
income [27]. For this segmentation, some properties should be taken into account as 
follows:

1.	 A cluster’s data points ought to share similarities. Using the aforementioned example, let 
me explain: It stands to reason that if the customers in a given cluster are not all alike, 
then their needs can differ. They might not like the same offer if the bank makes it, and 
their interest in the bank might decline. Not optimal. The bank can employ targeted 
marketing more effectively when related data points are contained in the same cluster.

2.	 The ideal situation is for the data points from different clusters to be as different as possible.

Experiment Analysis and Modelling

Customer clustering based on shared traits is an unsupervised learning process [28] 
because there is no goal variable for each observation. The dataset Mall has the archi-
tecture like, there are 200 observations overall, and there are 5 variables for each obser-
vation. The dataset has columns for Customer ID, Gender, Age, Annual Income, and 
Spending Score. No values are missing (good day for us XD) and one categorical vari-
able—Gender—is present (Fig. 1).

Fig. 1   Gender distribution
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Exploratory Data Analysis

A fundamental statistical analysis [29] of a particular database is presented in this sec-
tion. It is an essential part of every analysis since it enables a better comprehension of 
the underlying information. The distribution and correlation sections make up the bulk of 
this section. Here, categorical features [30] are defined; if the attribute has less than six 
unique elements, it is a numerical feature. A typical approach for this division of features 
can also be based on the datatypes of the elements of the respective attribute [32-48].

E.g., datatype = integer, attribute = numerical feature; datatype = string, attrib-
ute = categorical feature.

For this dataset, as the number of features is less, we can check the dataset manually 
as well.

The dataset shows that there are more female customers than male consumers, with 
women making up 56% of all customers (Fig. 2).

Males have a greater mean income than females ($62.2  k vs. $59.2  k). Addition-
ally, male customers’ median income ($62.5 k) is higher than female customers’ income 
($60  k). Both groups’ standard deviations are comparable. With an annual income of 
roughly 140 k dollars, one male stands out in the group. The K-S test reveals no statisti-
cally significant difference between the two groups (Fig. 3).

Women have a higher mean spending score (51.5) than men do (48.5). There is 
no evidence to support the null hypothesis, according to the K-S test p-value, but the 

Fig. 2   Annual income gender wise

Fig. 3   Annual spending score gender wise
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evidence is not as strong as in earlier comparisons. I will then determine the median sal-
ary for each age group (Fig. 4).

K‑Means Clustering

In K-means, the Euclidean distance between an object [31] and the cluster centroid, also 
known as the cluster center, is used to group things into clusters [19]. However, neither the 
number of clusters nor the nature of the clusters is known in advance. We therefore proceed 
in two stages:

	 i.	 Finding the ideal number of clusters is the first step.
	 ii.	 For every cluster, we choose the beginning values.

In the study, researchers have used the elbow method to find the optimal number of 
clusters as shown in Fig. 1.

As the number of clusters rises, the distortion score decreases, as seen in the graph 
above. However, it is impossible to see an obvious “elbow.” Five clusters are proposed by 

Fig. 4   Correlation matrix

(a) (b)

Fig. 5   A Distortion score by elbow method, b distortion score by silhouette method
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the underlying algorithm. It seems fair to offer a choice of five or six clusters. The silhou-
ette score method indicates the best options would be 5 or 6 clusters (Fig. 5).

The squared Euclidean distance is a popular measure for grouping samples with contin-
uous variables. Similarity is the reverse of distance. In m-dimensional space, the distance 
between two points x and y is determined by:

The K-means algorithm, which employs an iterative process to reduce the intra-cluster 
sum of squared errors (SSE), also known as cluster inertia, can be thought of as a straight-
forward optimization problem based on this Euclidean distance metric.

The clusters of customers in the mall dataset are as follows based on their annual income 
and spending scores (Fig. 6):

We gain a very clear understanding of the various customer segments in the mall thanks 
to our clustering analysis. The best variables or attributes to identify the client segments 
at a mall are believed to be their annual income and spending score, which is used to clas-
sify customers into five separate clusters. Customers in cluster 0 fall into the low yearly 
income (40 k) and consequently low spending score (40) categories. Customers in cluster 1 
are those with high yearly incomes (> $50,000) and high spending scores (> $70). We can 
identify the group of persons with an average annual income (40 k to 70 k) and an average 
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Fig. 6   Clustering by K-means
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spending score using cluster 2 (40–60). The customers in cluster 4 have a high spending 
score despite having a modest annual income. Despite having a high annual income, those 
in the final group, cluster 5, have poor spending scores.

Hierarchical Clustering

Hierarchical clustering, also known as hierarchical cluster analysis, is the act of grouping 
objects into groups based on how similar they are to one another (Fig. 7). The outcome is a 
collection of clusters, each of which stands out from the others while exhibiting the major-
ity of the same traits.

The advantages of hierarchical clustering are that there is no presumption of a specific 
number of clusters, unlike K-means and possibly match meaningful taxonomy. While the 
disadvantages of hierarchical clustering state that combining two clusters is a decision that 
cannot be changed after it has been made and O(n2log(n)) is incredibly slow for huge data 
collections.

Hierarchical clustering working:

	 i.	 Cluster each data point.
	 ii.	 Combine the two groups that are closest to one another.
	 iii.	 Continue with step 2 up until there is just one cluster.

The dendrogram up top shows Ward’s linkage hierarchical clustering, where the dis-
tance between clusters is the product of the squared differences between each cluster 
(Fig.  8). We must draw a horizontal line across the dendrogram to get the total number 
of clusters. The total number of clusters is determined by counting the number of vertical 
lines that this horizontal line (yellow) cuts. The ideal number of clusters is five because a 
horizontal line cuts five vertical lines.

Fig. 7   Clustering by hierarchical method
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Agglomerative Clustering

This method is described as “bottom-up” since each observation begins in its cluster and 
pairs of clusters are connected as one travel up the hierarchy (Fig. 9).

Affinity Propagation

By transferring messages [32] between data points until convergence, affinity propagation 
builds clusters (Fig.  10). The number of clusters is not a requirement for affinity propaga-
tion, unlike other conventional clustering techniques. To put it simply, each data point in 
affinity propagation sends signals to every other data point telling its recipients of the relative 

Fig. 8   Dendogram for hierarchi-
cal clustering

Fig. 9   Clustering by agglomerative method
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attraction of each recipient to the sender [33]. Then, given the appeal of the communications, 
it has received from all other senders, each target replies to each sender alerting them of its 
willingness to engage with them. Using the availability messages, it has received from all of 
the targets, senders respond to the targets with messages alerting each target of its updated 
relative attractiveness to the sender. Messages are passed back and forth until an agreement is 
achieved. One of its targets becomes the point’s example once the sender is connected to that 
target. The same cluster contains all the points that share the same exemplar.

Fig. 10   Clustering by affinity propagation

Fig. 11   Clustering by DBSCAN
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DBSCAN

The unsupervised learning [34] method known as DBSCAN is frequently used in model 
construction and machine learning algorithms [35] (density-based spatial clustering of appli-
cations with noise). In machine learning [36], it is a method of clustering that helps to dis-
tinguish between clusters with high and low densities. DBSCAN does a great job at distin-
guishing between areas of the data that have a high density of observations and those that do 
not as a density-based clustering algorithm [20].

DBSCAN’s functionality is to divide the datatest n- dimensionally.
Each data point in the dataset is surrounded by an n-dimensional shape created by 

DBSCAN, which then counts how many data points fit inside the shape and gives the find-
ings. DBSCAN identifies this shape as a cluster. DBSCAN travels each point in the cluster, 
counting the number of neighboring data points as it goes, increasing the cluster repeatedly 
(Fig. 11).

Conclusion

Customer segmentation is the practice of classifying customers based on characteristics 
they have in common so that organizations may market effectively to each group. By seg-
menting the audiences, marketers can more effectively target various audience subgroups 
with their promotional activities. The activities might include both communications and 
product development. Customer segmentation helps it in creating and distributing custom-
ized marketing materials that will appeal to customer segments and developing stronger 
connections with your customers. Examining different price points and concentrating on 
the most lucrative customers, enhancing client interactions to build customer segments, a 
business must collect precise data about its consumers in all fields like telecommunication, 
mobile, and general [20] and analyze it to look for trends. When determining how to sell to 
distinct customer segments and what goods or services to promote to them, a corporation 
can use common traits discovered from various consumer segments as a guide. Customer 
segmentation can be used by any business, regardless of their size, sector of operation, or 
method of sales (online or offline). It begins with gathering and analyzing data and ends 
with taking appropriate and effective action in response to the knowledge gained. This 
dataset is great for practicing with difficulties in unsupervised learning [23, 37]. It provides 
the opportunity to work on a business issue that might be used to create several approaches 
for increasing sales. Finding the hidden patterns in the data using EDA is particularly help-
ful for unsupervised learning challenges. As the number of features and size of the data 
grows, the complexity of the visualizations might be a challenge.

The selection of the hyperparameter k for the K-means clustering algorithm is essen-
tial, and it is accomplished with the aid of statistical testing. When trained on the orig-
inal dataset or, in this case, the normalized dataset, the model performance does not 
significantly differ. In the future, this study can be further applied by different research-
ers by using different techniques other than unsupervised learning methods. The other 
techniques can be soft computing and deep learning. However, some data is missing in 
the database because of the lack of tools and techniques to extract customer data [23].
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